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Free-Space Optical Communication-Driven NMPC Framework for
Multi-Rotor Aerial Vehicles in Structured Inspection Scenarios

Giuseppe Silano1,2, Daniel Bonilla Licea3,2, Hajar El Hammouti3, and Martin Saska2

Abstract— This paper introduces a Nonlinear Model Pre-
dictive Control (NMPC) framework for communication-aware
motion planning of Multi-Rotor Aerial Vehicles (MRAVs) using
Free-Space Optical (FSO) links. The scenario involves MRAVs
equipped with body-fixed optical transmitters and Unmanned
Ground Vehicles (UGVs) acting as mobile relays, each out-
fitted with fixed conical Field-of-View (FoV) receivers. The
controller integrates optical connectivity constraints into the
NMPC formulation to ensure beam alignment and minimum
link quality, while also enabling UGV tracking and obstacle
avoidance. The method supports both coplanar and tilted
MRAV configurations. MATLAB simulations demonstrate its
feasibility and effectiveness.

I. INTRODUCTION

Ensuring the reliability of energy infrastructure is essential
for the resilience of modern power systems. As electric grids
grow more complex, with increased renewable integration
and bidirectional flows, frequent inspection of high-voltage
components becomes necessary to prevent failures and guar-
antee service continuity [1]. Traditional inspection methods
are labor-intensive, costly ($2,000/hour), and potentially haz-
ardous, especially in remote or constrained areas [2].

Multi-Rotor Aerial Vehicles (MRAVs) offer a scalable and
safer alternative, enabling close-range visual inspection while
reducing cost and risk [3]–[5]. However, their use in large-
scale deployments introduces communication challenges.
High-bandwidth, low-latency data transmission is crucial
to support real-time diagnostics by remote operators [3].
Conventional Radio-Frequency (RF) links suffer from limited
bandwidth, congestion, and susceptibility to interference and
eavesdropping [6]. Free-Space Optical (FSO) communication
is an attractive complement, offering secure, high-rate links
via directional light beams. However, FSO systems are
sensitive to beam misalignment, range, and environmental
interference [7]. A stable link requires the transmitter to
remain within the Field-of-View (FoV) of the receiver and
aligned within a narrow angular tolerance (see Figure 3).

In this context, we consider a heterogeneous robotic
system for infrastructure inspection, where MRAVs carry
rigidly mounted optical transmitters, and Unmanned Ground
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Fig. 1: Illustration of the proposed inspection scenario with
MRAV–UGV communication to a remote base station.

Vehicles (UGVs) act as mobile optical relays, forwarding
data to a remote base station via RF links, as illustrated
in Figure 1. Each UGV is equipped with multiple actuated
receivers featuring wide conical FoVs. The UGV handles
beam acquisition via local actuation, while tracking and
alignment must be maintained by the MRAV through motion
and attitude control.

This scenario poses coupled geometric and communication
constraints: the MRAV must track a moving UGV, keep the
optical beam within the acceptance cone of the assigned
receiver, and maintain a valid communication range, all
while respecting actuation limits and avoiding collisions. The
problem is further complicated by the need to operate in
cluttered environments and under dynamic conditions.

While FSO communication has been explored in under-
water and aerial networks [8], [9], its use in terrestrial
mobile robotics remains limited due to alignment sensitiv-
ity and Line-of-Sight (LoS) constraints. Prior robotic FSO
systems often assume static or low-mobility agents [9]–[11],
and many communication-aware planning strategies rely on
heuristics or RF-specific assumptions [12], [13], lacking
integration with vehicle dynamics or beam geometry.

Model Predictive Control (MPC) offers a principled ap-
proach to trajectory planning under complex constraints
by explicitly incorporating system dynamics, actuation lim-
its, and predictive planning within a unified optimization
problem. Recent MPC-based methods have addressed RF
connectivity [15], [16] or FoV-based perception [17], [18],
but do not generalize to directional and alignment-sensitive
FSO links. These links introduce stronger spatial coupling,
requiring precise control over beam orientation, platform
motion, and inter-agent distance.

To address this gap, this paper proposes a Nonlinear MPC
(NMPC) framework for communication-aware motion plan-



backstepping approach. The controller tracks the desired

orientation, altitude, and velocity in the plane, and is robust

to unmodeled dynamics. The authors rely on optimization

techniques to tune the controller gains. This approach is

corroborated with simulation comprising sensor noise.

Another design with tangential tilting of the AAUs can

be found in Long et al. (2012), with nu = 4 + 4, and Long

et al. (2014), with nu = 4 + 3, named Omnicopter. The lat-

ter is shown in Figure 14. In this proposed design one main

AAU (with either one or two propellers sharing the same

axis of rotation with opposed rotation directions) is signifi-

cantly bigger than the other propellers and is placed in the

center of the platform with its thrust direction aligned with

the zB axis of the body frame. The other three AAUs,

smaller in size, are distributed around the main one in a tri-

angular distribution and allowed to tilt tangentially.

Long et al. (2012)used a backstepping approach and a

PID loop to achieve decoupled tracking of both orientation

and position. The control allocation is achieved by consid-

ering a linearization of the system around the functioning

point. Long et al. (2014) proposed the same design with

only one central AAU to improve the efficiency of the

design. They apply the same control technique for the sec-

ond design and validate both designs via real experimenta-

tions on a prototype.

6.4 Tilting in S
2 designs

The following designs explore the AAUs tilting in S
2 as

illustrated in Figure 15, in order to achieve thrust vectoring

in all directions for each AAU. Note that due to the

mechanical complexity involved in such a design, most of

the presented work considering non-fixed AAUs are only

studied theoretically.

The first original design can be found in Sxenkul and

Altuğ (2013, 2014), where the authors considered a classi-

cal quadrotor with each AAU being able to tilt both radially

and tangentially. Sxenkul and Altuğ (2013) considered all

AAUs to tilt independently while rotating at the same

speed, hence nu = 1 + 8. Then the full potential of this

design is exploited in Sxenkul and Altuğ (2014), where the

authors allow independent tilting of the propellers,

nu = 4 + 8. The authors propose a cascaded PID control

loop with adaptive gains to account for the gyroscopic

effect arising from the propellers. The above two

approaches are validated with simple simulations to show

their trajectory tracking ability.

Similarly to Sxenkul and Altuğ (2013), Hua et al. (2015)

proposed to study a quadrotor tilting in S
2 as shown in

Figure 16, and such that the total thrust vectoring is

achieved by tilting each AAU equally in the same thrust

direction. This scheme allows the platform to apply unidir-

ectional thrust but in a direction that is tiltable in S
2 thus

obtaining nu = 4 + 2. The authors proposed a control

scheme that primarily tracks a reference position or velo-

city (similar to a coplanar/collinear quadrotor with fixed

propellers), then rotates the thrust direction to point in the

desired orientation. Position and orientation are proved to

be decoupled, which is validated in a simple trajectory

tracking simulation.

The same design as shown in Figure 16 was explored in

Odelga et al. (2016), with the addition of an explicit

Fig. 14. Conceptual three-dimensional kinematic representation

of the quadrotor design presented in Long et al. (2014, 2012).

The three non-central propellers are tilting about their tangential

axes independently.

Fig. 15. Conceptual three-dimensional kinematic representation

of a generic quadrotor with propellers tilting/tilted in S
2, i.e.,

about both the radial and tangential axes.

Fig. 16. Conceptual three-dimensional kinematic representation

of a quadrotor with propellers tilting/tilted in S
2 presented in Hua

et al. (2015) and Odelga et al. (2016). The locked tilting that

makes all the propellers point always in the same direction is

highlighted.
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Fig. 2: Quadrotor with optical transmitter. Zero tilt angles
{αi, βi} define a coplanar setup; nonzero values define a
tilted one [14].

TABLE I: Notation summary.

FW , FB , FT , FR World, body, transmitter, and receiver frames
p, v, η, ω, ξ, τ Pos., vel., orient., thrust, and torque (MRAV)
cξ , cτ , pm, zP , Ω Thrust/torque coeff., motor pos., axis, rotor

speed squared
Np, J, φ, ϑ, ψ Propeller count, inertia, roll, pitch, yaw
t, Ts, N , x, u, α, β Time horizon, step, state/control, tilt angles
R, T, F, M Rotation and allocation matrices
g, m, e3, x̄, ū Gravity, mass, unit vector, extended state/control
γ, γ, γ̇, ˙̄γ Rotor speed/acceleration bounds
pBT, RBT Transmitter offset and rotation (in body frame)
ψC , dC , pR, Φ1/2 Cone angle, link vector, receiver pos., half-

power bandwith
dC , dC , Itx, Irx, Trx Link range bounds, binary flags, time window
I , Ī , cδ , ċδ Connectivity metrics, mis. cosine and derivative
pO , dO , NO , dsafe Obs. pos., size, count, safety margin
x̄d, yd, y, Υ Reference state/output, desired link distance
δ, Q̄, Q, Qū, Qε, ε Misalignment angle, cost weights, slack var.

ning in aerial-ground systems with directional optical links.
The MRAV is modeled as a Generically-Tilted Multi-Rotor
(GTMR) [14], [19], enabling applicability to both coplanar
and tilted architectures. Tilted platforms offer enhanced
maneuverability, while coplanar designs remain common
for their simplicity and widespread use. Figure 2 illustrates
these configurations. The NMPC formulation embeds beam
alignment and range constraints as hard requirements and
uses soft penalties for obstacle avoidance. The result is a
unified control strategy that enforces communication relia-
bility, tracking accuracy, and safety. MATLAB simulations
validate the approach in a power infrastructure inspection
scenario, demonstrating consistent beam alignment, reliable
link quality, and feasibility under realistic operating condi-
tions.

II. SYSTEM MODELING

This section describes the dynamic model of the MRAV,
the optical transceiver geometry, and the communication
constraints. Table I summarizes the notation.

A. Multi-rotor dynamics

The MRAV is modeled as a GTMR system [14], [19],
a flexible framework that accommodates both coplanar
(under-actuated) and tilted (fully-actuated) configurations.
The discrete-time dynamics xk+1 = f(xk, uk), where xk ∈
X ⊂ Rn is the system state and uk ∈ U ⊂ Rm is the control
input at time step k. The vehicle is actuated by Np motor-

propeller pairs, each arbitrarily positioned and oriented with
respect to (w.r.t.) the body frame, as depicted in Figure 2.

The motion is described w.r.t. to the world frame FW =
{OW ,xW ,yW , zW } and the body-fixed frame FB =
{OB ,xB ,yB , zB}, with origin at the Center of Mass (CoM).
The state vector includes position p ∈ R3, velocity v = ṗ in
FW , orientation η = (φ, ϑ, ψ)⊤ ∈ R3 as Euler angles, and
angular velocity ω ∈ R3 in FB . The control input ξ ∈ RNp

collects the thrusts contributions from each rotor. Each rotor
i ∈ {1, . . . , Np} generates a thrust force ξi and torque τi, de-
fined as ξi = cξiΩizPi

and τi = (cξipmi
× zPi

+ cτizPi
) Ωi,

where Ωi is the squared rotor speed, cξi and cτi are thrust
and torque coefficients, pmi is the motor’s position in FB ,
and zPi ∈ S2 is its rotation axis [19].

Let t = (t0, . . . , tN )⊤ ∈ RN+1 be the discrete time
horizon with step size Ts > 0. The state and control
sequences are x = (p⊤,η⊤,v⊤,ω⊤)⊤ ∈ R13×N and
u = ξ ∈ RNp×N , with •k denoting the value at step k.

The continuous-time dynamics are modeled using the
Newton–Euler formulation:

ṗ = v
η̇ = T(η)ω
mv̇ = −mge3 +R(η)F(α,β)u
Jω̇ = −ω × Jω +M(α,β)u

, (1)

where m is the vehicle’s mass, g is gravity, and e3 =
[0, 0, 1]⊤. The rotation matrix R(η) maps vectors from FB

to FW , while the matrix T(η) transforms angular velocity
to Euler angle rates. The inertia matrix J ∈ R3×3 is sym-
metric and positive-definite. The force and torque allocation
matrices F(α,β) and M(α,β) depend on motor orientation
parameters {αi, βi}, as depicted in Figure 2 [19].

To account for actuator dynamics, rotor inputs are ex-
tended with a smoothness constraint. Letting x̄ = (x⊤,u⊤)⊤

and ū = u̇, the extended dynamics become ẋ = f(x̄, ū).
This enables direct enforcement of actuator limits: γ ≤
u ≤ γ̄ and γ̇ ≤ ū ≤ ˙̄γ, where the bounds define
allowable rotor speeds and accelerations. Enforcing these
constraints ensure physically valid thrust profiles and support
closed-loop NMPC stability under agile maneuvers or precise
tracking.

B. Transceiver model

To enable directional communication, the MRAV is mod-
eled as carrying a rigidly mounted optical transmitter, such
as a laser diode or LED source. The transmitter is aligned
with a local reference frame FT = {OT ,xT ,yT , zT }, with
the beam axis pointing along zT . Its fixed position and
orientation in the body frame FB are given by pBT ∈ R3

and rotation matrix RBT ∈ SO(3), respectively. This sensor-
agnostic model allows the framework to accommodate a
range of emitter types and mounting configurations. Figure 2
illustrates this configuration.

On the ground, each UGV is equipped with one or more
photodiode-based receivers, each defining a conical FoV with
aperture angle ψC , centered along the unit vector zR in its
own frame FR = {OR,xR,yR, zR}. The cone represents
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Fig. 3: Transceiver geometry with idealized receiver cone.
Misalignment angle δ (see Section III-B) quantifies the
deviation between beam direction zT and receiver axis zR.

the region in which the transmitter must lie for a valid link
to be established. The UGV is assumed to have the ability to
steer its receiver axis to track the aerial transmitter, enabling
dynamic alignment. An illustration of this configuration is
shown in Figure 3.

Let pR be the position of the assigned receiver and p the
position of the MRAV, both expressed in FW . The relative
position vector is dC = p−pR. For a valid optical link, this
vector must satisfy both angular and distance constraints: the
beam emitted by the transmitter must lie within the receiver’s
acceptance cone and remain within an admissible range.
These requirements are enforced by requiring the alignment
condition z⊤

T (−dC)/∥dC∥ ≥ cos(ψC) and the distance con-
straint dC ≤ ∥dC∥ ≤ dC . The first ensures proper beam–cone
alignment, while the second bounds signal range: dC is set
by the power budget to sustain the target bit rate [7], and
dC prevents saturation or geometric misalignment. Both are
time-varying and treated as hard constraints in the NMPC
formulation.

C. Optical communication system

To determine the validity of an optical link, we define
a binary indicator I based on beam–receiver alignment. The
directional beam emitted by the transmitter has a central lobe
characterized by a half-power beamwidth Φ1/2, while the
receiver has a wider conical FoV with aperture ψC (typically
ψC ≫ Φ1/2), as depicted in Figure 3. The link status is
defined as I = ItxIrx, where the transmitter flag Itx equals
1 if z⊤

T (−dC)/∥dC∥ ≥ cos(Φ1/2), and 0 otherwise. Similarly,
the receiver flag Irx equals 1 if z⊤

R(dC)/∥dC∥ ≥ cos(ψC), and
0 otherwise.

The indicators Itx and Irx encode directional alignment:
Itx = 1 if the receiver lies within the main lobe of the
transmitter beam, and Irx = 1 if the transmitter is inside the
receiver’s acceptance cone. The condition Itx = 1 implies
precise beam alignment within the transmitter’s angular foot-
print. Given the beam’s narrow profile, partial edge overlap is
insufficient, as optical power decays rapidly outside the main
lobe. This reflects the system’s high directional selectivity.

To assess temporal link quality, we define a moving aver-
age Ī(tk) = 1

Trx

∫ tk
tk−Trx

I(ζ),dζ, where Ī ∈ [0, 1] measures
the fraction of time the link is maintained over a window of

duration Trx. High values of Ī are critical for real-time data
streams, while lower values may suffice in buffered or delay-
tolerant applications. Nonetheless, maximizing Ī is beneficial
in cluttered or dynamic environments. This formulation pro-
vides a physically grounded and computationally tractable
representation of FSO connectivity, suitable for integration
into a predictive control framework.

III. OPTIMAL CONTROL PROBLEM FORMULATION

The goal is to control a MRAV with a fixed optical
transmitter to track a moving UGV, maintain beam alignment
within the receiver’s acceptance cone, and avoid collisions,
all while satisfying actuation and communication constraints.
The controller guarantees link reliability and system feasibil-
ity over the prediction horizon. The trajectories of the UGV
and all relevant static and dynamic obstacles are assumed
known, as is realistic in structured tasks like power grid
inspection, where maps are pre-surveyed and dynamic agents
(e.g., personnel, vehicles) follow predictable paths. The UGV
path can be broadcast online via a coordination layer [20].

A. Collision avoidance

To ensure safety during inspection missions, the proposed
NMPC framework incorporates a predictive collision avoid-
ance strategy that accounts for both static and dynamic
obstacles. Each obstacle is modeled as a closed ball Oj ⊂
R3, centered at position pOj

∈ R3 and radius dOj
> 0.

Given p as the MRAV’s position, a minimum separation
distance dsafe > 0 is enforced to maintain a safety buffer
from each obstacle, requiring ∥p−pOj∥2 ≥ dOj+dsafe, ∀j ∈
{1, . . . , NO}, where NO is the total number of obstacles
considered in the scene. To preserve the problem feasibility
in environments where obstacles are densely packed or dy-
namically evolving, the hard constraint is relaxed using non-
negative slack variable εj ≥ 0, one for each obstacle. The
relaxed constraint becomes ∥p−pOj∥2 ≥ dOj + dsafe − εj .

These slack variables allow the optimization to tolerate
limited constraint violations, preventing infeasibility in edge
cases while still penalizing unsafe proximity through the cost
function. A penalty term ∥ε∥2Qε

is added to the objective,
where ε = (ε1, . . . , εNO )

⊤ and Qε is a diagonal positive-
definite matrix that scales the cost of each violation.

The position of each obstacle pOj is assumed to be known
or predictable over the planning horizon. As said, this is a
realistic assumption in structured inspection scenarios such
as power line monitoring, where static obstacles (e.g., towers,
poles, vegetation) are pre-mapped and mobile elements (e.g.,
ground vehicles or workers) follow known trajectories or
broadcast their position periodically [20]. This predictive
knowledge enables the controller to plan ahead, avoiding
reactive or overly conservative behavior.

B. Objective function

The control objective is to ensure that the MRAV tracks a
reference trajectory provided by the UGV, while maintaining
beam alignment for uninterrupted optical communication and
avoiding obstacles. The motion reference includes position,



velocity, and acceleration, encapsulated in a desired state
vector x̄d = (p⊤

d ,v
⊤
d , v̇

⊤
d )

⊤, and can be either precomputed
or transmitted online via a coordination interface [20].

Tracking is formulated as a quadratic cost on the deviation
from this reference, defined as ∥x̄ − x̄d∥2Q̄, where Q̄ is a
diagonal positive-definite weight matrix encoding the relative
importance of each term in the state vector. This ensures the
MRAV closely follows the intended inspection path in terms
of both kinematics and dynamics.

To ensure reliable communication, the objective function
penalizes beam misalignment and deviations from the de-
sired link distance. Beam–receiver alignment is measured
by the angle δ = arccos

(
z⊤
T (−dC)/∥dC∥

)
, where zT is the

beam direction and dC is the vector from the receiver to
the transmitter. Instead of directly penalizing δ, the cost
includes cδ = cos (δ), which offers numerical smoothness
and boundedness. Additionally, its derivative ċδ is penalized
to discourage jitter and improve link stability.

Communication quality is further reinforced by penalizing
deviations from a target communication distance Υ > 0. The
scalar error ∥dC∥−Υ captures deviations from this nominal
range, which could degrade link strength or cause alignment
issues.

All tracking, alignment, and distance objectives are
compactly represented by the output vector y =
(p⊤,v⊤, v̇⊤, cδ, ċδ, ∥dC∥)⊤, with a reference yd =
(p⊤

d ,v
⊤
d , v̇

⊤
d , 1, 0,Υ)⊤. The overall tracking cost is ex-

pressed as ∥y−yd∥2Q, where Q is a weighting matrix balanc-
ing motion and communication objectives. This formulation
defines a unified cost function that integrates accurate mo-
tion tracking, beam alignment, range maintenance, and safe
operation in cluttered environments.

C. Optimal control problem

The control framework is posed as a constrained discrete-
time NMPC problem. At each tk = kTs, with horizon length
N , the controller computes the optimal control sequence by
solving the finite-horizon optimization:

minimize
x̄,ū,ε

N∑
k=0

∥yd,k − yk∥2Q + ∥ūk∥2Qū
+ ∥εk∥2Qε

(2a)

s.t. x̄0 = x̄(t0), (2b)
x̄k+1 = f(x̄k, ūk), k = {0, . . . , N − 1}, (2c)
yk = h(x̄k, ūk), k = {0, . . . , N}, (2d)
γ ≤ uk ≤ γ̄, k = {0, . . . , N − 1}, (2e)

γ̇ ≤ ūk ≤ ˙̄γ, k = {0, . . . , N}, (2f)

dC ≤ ∥dCk∥ ≤ dC , k = {0, . . . , N}, (2g)

z⊤T (−dCk )

∥dCk∥
≥ cos (ψC), k = {0, . . . , N}, (2h)

∥pk − pOj,k∥
2 ≥ dOj + dsafe − εj,k, (2i)

εj,k ≥ 0, j = {1, . . . , NO},

where (2a) defines the cost function, which minimizes a
weighted sum of the output tracking error, the control rate,
and the slack variables associated with obstacle avoidance.
The output vector yk includes position, velocity, accelera-
tion, beam alignment metrics, and communication distance;

it is compared against the desired output yd,k, with weighting
matrix Q assigning relative importance to each component.
The term ∥ūk∥2Qū

penalizes rapid variations in control input,
encouraging smoother actuation, while ∥εk∥2Qε

penalizes
proximity to obstacles via slack variables. Constraint (2b)
sets the initial condition of the augmented state, while (2c)
and (2d) define system dynamics and output relations. Ac-
tuator constraints are captured by (2e) and (2f), enforcing
physical bounds on rotor speeds and their rates of change.
The optical communication constraints are encoded in (2g)
and (2h). These enforce that the MRAV remains within the
valid communication region: the former maintains distance
bounds that ensure signal strength without attenuation or
saturation; the latter ensures angular alignment between the
beam direction and the receiver’s acceptance cone, neces-
sary for sustaining the link. Obstacle avoidance is managed
through the soft constraint (2i). Each obstacle is represented
as a spherical region with an added safety margin dsafe.
Slack variables εj,k ≥ 0 allow temporary and penalized
violations of this margin to retain problem feasibility in
congested or dynamic environments. The severity of such
violations is regulated by the penalty matrix Qε. Together,
this NMPC formulation unifies tracking, actuation, commu-
nication, and safety constraints within a predictive optimiza-
tion framework. It enables anticipatory and constraint-aware
behavior suitable for aerial inspection tasks in cluttered,
communication-critical environments.

IV. SIMULATION RESULTS

To validate the proposed control framework, numeri-
cal simulations were performed using MATLAB and the
MATMPC toolbox1. The nonlinear optimal control problem
was discretized using a fixed-step fourth-order Runge-Kutta
integrator with sampling time Ts = 15ms, and solved
using the qpOASES solver2. All simulations run on a laptop
equipped with an Intel Core i7-8565U CPU at 1.80GHz
and 32GB of RAM, running Ubuntu 20.04. Supplementary
simulation videos are available at https://mrs.fel.
cvut.cz/nmpc-optical-comm.

The full control architecture includes a reference generator
running at 200Hz, which provides the desired output trajec-
tory yd, as well as the current position and velocity of the
UGV. These signals are fed into the NMPC controller, which
runs at 500Hz and computes optimal rotor speeds Ω ∈ RNp

≥0 .
The control inputs are applied to the GTMR model simulated
at 1 kHz, ensuring accurate representation of fast dynamics.
The prediction horizon is to 0.75 s, discretized into N = 50
steps. All relevant parameters are listed in Table II.

A representative test case for power infrastructure in-
spection was designed, featuring a bounded workspace of
size {5m × 5m × 2m}, with a simplified power tower at
the center. The UGV follows a square trajectory around
the tower, relaying data to a remote base station via RF.
A MRAV, modeled as a tilted GTMR with nonzero rotor

1https://github.com/chenyutao36/MATMPC
2https://github.com/coin-or/qpOASES

https://mrs.fel.cvut.cz/nmpc-optical-comm
https://mrs.fel.cvut.cz/nmpc-optical-comm
https://github.com/chenyutao36/MATMPC
https://github.com/coin-or/qpOASES


TABLE II: Optimization parameters.
Sym. Value Sym. Value

ψC 0.17 rad Υ 1.0m

dC 0.25m dC 1.4m
p(t0) [−3.25;−3.25; 1]⊤ m pR(t0) [−3;−3; 0]⊤ m
cξ , cτ 1.18×10−3, 2.5×10−5 J [0.11; 0.11; 0.19]⊤ kgm2

Ts, N 15ms, 50 {α, β} {20, 0}◦
g, m 9.81m s−2, 2.57 kg γ̄, γ 100, 16Hz
˙̄γ, γ̇ 400, −200Hz s−1 pBT [0.1; 0; 0]⊤ m

ψC , Φ1/2 89◦, 10◦ Trx 26 s
dsafe, dO 0.25m NO 3
pO1:3

(t0) [1.5;−3; 0.75], [5; 1; 2], [−2; 1.5; 0.5] pO1:3
(tN ) [1.5;−3; 0.75], [2;−1; 0.5], [0;−3; 2]

Q̄ diag(0, 0.1, 0.1) Q [Q̄; diag(10, 10, 2)]⊤

Qū diag(10, . . . , 10) Qε diag(104, . . . , 104)

tilt angles {αi, βi} and Np = 6, follows the UGV while
maintaining optical alignment. The transmitter is rigidly
mounted 0.1m ahead of the body frame origin.

The environment includes three obstacles: one static and
two dynamic. The static obstacle pO1

remains fixed through-
out the simulation, while the dynamic ones pO2

and pO3

follow straight-line trajectories. All obstacles are modeled as
spheres with known positions over the horizon. The mission
duration is 26 s, during which the MRAV must track the
UGV, preserve optical link quality, and avoid collisions.

Figure 5 illustrates the 3D environment, including the
tower, obstacles, and trajectories of all agents. The beam
vector (red) and drone heading (blue) are visualized, allowing
inspection of optical alignment during flight.

Figure 4 plots critical variables subject to constraints in
the NMPC problem. Rotor speeds Ω and their derivatives Ω̇
remain within allowable bounds (γ, γ̄, γ̇, ˙̄γ), demonstrating
respect for actuation limits. The minimum distance to all
obstacles respects the safety margin dsafe. The inter-agent
distance ∥dC∥ is kept within the optical link’s viable range
[dC , dC ], and the misalignment cosine cδ remains above the
threshold defined by ψC , confirming that beam alignment
is maintained. The figure also highlights a brief activation
of the slack variable ε1, indicating a temporary and minor
violation of the minimum safe distance from obstacle O1.
This behavior illustrates the ability of the controller to remain
feasible even under tight spatial constraints, by leveraging
penalized soft constraints.

Complementary performance metrics are shown in Fig. 6,
which reports tracking errors for position, velocity, and
acceleration, as well as the evolution of cδ . These results
confirm that the controller achieves high tracking accuracy
while preserving precise optical pointing throughout the task.

In addition to constraint satisfaction, optical link perfor-
mance was evaluated using the binary indicator Ī ∈ {0, 1}
and its time-averaged counterpart Ī ∈ [0, 1], calculated over
a sliding window of duration Trx = 26 s. At each time step,
I = 1 if the transmitter is inside the receiver’s cone and the
distance constraints are satisfied. As shown in Figure 7, link
connectivity is maintained for most of the mission, yielding
an average Ī = 0.8931. This high value demonstrates the
controller’s ability to maintain persistent directional commu-
nication despite dynamic maneuvers, obstacle avoidance, and
limited actuation authority.

V. CONCLUSIONS

This work presented a NMPC framework for motion plan-
ning of MRAVs operating under directional optical commu-
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Fig. 4: Time evolution of constrained variables in the NMPC
problem. Solid lines: measured values; dashed: references.
Superscripts •(1), •(2), and •(3) denote x-, y-, and z-
axis components. Shaded areas indicate motion of dynamic
obstacles pO2 and pO3 .

nication constraints. The controller was designed to track a
mobile ground robot equipped with optical receivers, enforc-
ing strict constraints on beam alignment, transmitter–receiver
distance, and obstacle avoidance while accounting for the
full nonlinear dynamics and actuation limits of the aerial
platform. By embedding optical connectivity requirements
into the NMPC problem as hard constraints, the proposed
approach enables safe, feasible, and communication-aware
trajectories in structured inspection tasks. Simulation results
confirmed the method’s ability to maintain reliable FSO
communication, even in the presence of dynamic obstacles
and actuation saturation, while ensuring tight tracking per-
formance. Future work will address connectivity loss and
infeasibility due to strict beam or obstacle constraints by
incorporating fallback strategies for safety. Environmental
effects such as light interference, occlusions, wind, tempera-



Fig. 5: Simulation overview showing MRAV (yellow), UGV (purple), and dynamic obstacles (green). Arrows indicate motion;
drone heading (blue) and optical beam (red) are shown as body-fixed vectors.
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Fig. 6: Evolution of tracking errors for position, velocity,
acceleration, and beam alignment.
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Fig. 7: Temporal evolution of the binary connectivity indi-
cators I , Itx, and Irx over the mission duration.

ture, humidity, and rain will be modeled and tested via sim-
ulation. Finally, real-world experiments with MRAV–UGV
systems will validate robustness, sensor uncertainty handling,
and real-time performance.
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