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Gesture-Controlled Aerial Robot Formation for Human-Swarm

Interaction in Safety Monitoring Applications
Vı́t Krátký1?, Giuseppe Silano1,2, Matouš Vrba1, Christos Papaioannidis3, Ioannis Mademlis3, Robert Pěnička1,

Ioannis Pitas3, and Martin Saska1

Abstract—This paper presents a formation control approach
for contactless gesture-based Human-Swarm Interaction (HSI)
between a team of multi-rotor Unmanned Aerial Vehicles (UAVs)
and a human worker. The approach is designed to monitor the
safety of human workers, particularly those operating at heights.
In the proposed dynamic formation scheme, one UAV acts as
the formation leader, equipped with sensors for detecting human
workers and recognizing gestures. The follower UAVs maintain
a predetermined formation relative to the worker’s position,
providing additional perspectives of the monitored scene. Hand
gestures enable the human worker to specify movement and
action commands for the UAV team and to initiate other mission-
related tasks without requiring additional communication chan-
nels or specific markers. Combined with a novel unified human
detection and tracking algorithm, a human position estimation
method, and a gesture detection pipeline, the proposed approach
represents the first instance of an HSI system incorporating all
these modules onboard real-world UAVs. Simulations and field
experiments involving three UAVs and a human worker in a
mock-up scenario demonstrate the effectiveness and responsive-
ness of the proposed approach.

Index Terms—Aerial Systems: Applications, Multi-Robot Sys-
tems, Safety in Human-Robot Interaction.

SUPPLEMENTARY MATERIAL

Video: https://mrs.felk.cvut.cz/gestures2024

I. INTRODUCTION

THE application of multi-rotor Unmanned Aerial Vehi-
cles (UAVs) in challenging-to-access real-world environ-

ments, such as wind turbines [1], large construction sites [2],
and power transmission lines [3], has proven to be exception-
ally beneficial. UAVs, serving as robotic co-workers [4] in
these settings, offer numerous advantages, including the ability
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Fig. 1: The gesture-based interaction between a human worker and a
team of UAVs using the proposed system (a, c). An example output
from the developed gesture recognition pipeline is overlaid on the
corresponding input video frame (b).

to access hard-to-reach locations, assist in tool handling, mon-
itor worker safety, and reduce both the physical and cognitive
workloads of human workers [5], [6]. Within the framework
of the European AERIAL-CORE project4, the emphasis on
safety monitoring stems from the observation that violations
of safety protocols are a leading cause of fatal injuries during
maintenance tasks on electric power infrastructures. To address
this issue, the concept of Aerial Co-Workers (ACWs) has been
developed [7], encompassing three roles: the inspection-ACW
[3], the safety-ACW [8], and the physical-ACW [9]. These
roles are envisioned as key components of future human-robot
missions aimed at maintaining electric power transmission
infrastructures and, more broadly, the entire energy system.

In safety monitoring applications, it is crucial that the hu-
man operator responsible for situation assessment is provided
with a comprehensive view of the scene. The comprehensive
view is greatly enhanced by the ability to adapt the per-
spective interactively, with situational awareness significantly
improving as the number of simultaneous scene perspectives
increases. This need underscores the utility of deploying mul-
tiple UAVs for safety monitoring. However, when monitoring
human workers, it is essential to balance the operator’s prefer-
ences with the safety and comfort of the monitored individuals,
ensuring that their performance is not adversely affected by
the proximity of the UAVs.

This study introduces a novel approach for UAV formation
control in contactless Human-Swarm Interaction (HSI), focus-
ing on teams of multi-rotor UAVs. By leveraging gesture-based

4https://aerial-core.eu
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TABLE I: Comparison of the addressed features in related papers and our proposed approach: included (3) and not included (7).

Reference Features Evaluation
Human

Gestures
Multi-robot

Control
Onboard

Computation
Adaptive

Parameters
Human

Tracking
Obstacle

Avoidance
Mutual Collision

Avoidance Simulation Lab. Env. Outdoors

[10] 3 3 7 3 7 7 7 7 3 7
[11] 3 7 7 7 7 7 7 7 3 7
[12] 3 3 7 3 7 3 3 7 3 7
[13] 3 3 7 7 7 7 7 7 3 7
[14] 7 3 3 7 7 7 3 3 3 7
[15] 3 3 3 7 7 7 3 3 7 3
[16] 7 3 3 7 3 7 3 7 7 3
[17] 7 3 3 7 3 7 3 7 3 3
[8], [18] 7 3 3 7 7 3 3 3 7 3
[19], [20] 7 3 3 7 3 3 3 3 7 3
Ours 3 3 3 3 3 3 3 3 7 3

controls, our approach aims to enhance situational aware-
ness and facilitate precise command execution in real-world
scenarios, such as maintenance operations on electric power
transmission infrastructures. The framework enables a remote
operator to dynamically adjust the UAV formation to optimize
observation angles, while also allowing a monitored worker to
use gestures to request assistance, modify the UAVs’ proxim-
ity or abort the mission for safety reasons. This dual-control
mechanism ensures the system can adapt in real time to the
operator’s needs and the task context, while empowering the
monitored individual to influence the UAVs’ behavior without
requiring additional equipment, such as wearable sensors. This
capability is crucial for ensuring worker safety during unfore-
seen events, as it leverages the worker’s superior awareness
of UAV proximity, nearby obstacles, and prevailing weather
conditions compared to the remote operator.

The work presented in this paper bridges the gap in human-
multi UAV interaction by introducing an innovative system
that integrates advanced HSI features, combining vision and
control strategies directly onboard UAV platforms for seam-
less and responsive collaboration. Validated through rigorous
testing in both simulated and real-world outdoor conditions, as
illustrated in Fig. 1 and Fig. 4, the proposed system demon-
strates significant advancements in practical deployment, and
a potential to enhance safety and efficiency in critical infras-
tructure maintenance and inspection tasks.

A. Related Work

Extensive research has been conducted on collaborative and
safe interactions involving human and ground robots; however,
methods involving UAVs in this context remain less devel-
oped [21]. In particular, the dynamics of human interaction
with multi-robot UAV teams present a significant research
gap. While there has been considerable advancement in com-
puter vision and autonomous systems to facilitate human-
UAV interaction, these efforts are often limited to specific
sub-problems [22], [23]. For example, studies in computer
vision have focused on recognizing human features such as
faces [24], hand gestures [10]–[12], hand motion [25], and
body postures [13], with some exploring gaze detection for
selecting robots in multi agent scenarios [26]. Meanwhile,
research on UAV autonomy has addressed perception-aware
control [14], formation control to enhance visibility [8], and
optimization-based obstacle avoidance [18], all aimed at im-
proving UAVs’ independent navigation and safety around hu-
mans and other UAVs.

Despite these advances, integrating these technologies into
cohesive systems for human-UAV teams operating in complex,
real-world environments remains underexplored [27]. Current
studies often focus heavily on the vision component, some-
times neglecting or oversimplifying the dynamics of UAVs or
introducing unrealistic assumptions on the environment [10]–
[12], [15], [24], or they focus on control aspects without ad-
equately leveraging onboard sensor data [8], [14], [18]. This
lack of a holistic approach in designing HSI frameworks can
lead to critical failures. For instance, inaccuracies in estimat-
ing human position due to factors like unbalanced camera
vibration or motion blur can compromise system stability,
potentially resulting in crashes and endangering the operator.
Moreover, most previous studies [10], [12], [13], [17], [19],
[25] have not adequately addressed the challenge of integrating
onboard gesture recognition modules within the UAV forma-
tion control schemes. Additionally, many of these methods rely
on offboard computation [10]–[13], [24], [25] and have been
evaluated only in indoor environments [10]–[14], [24], [25],
often without considering external factors such as variable
lighting conditions, non-ideal self-localization, and wind gusts.

Proactive motion capture with UAVs has been explored
in some studies [16], [17], [28], but these works often lack
robust obstacle avoidance strategies, limiting their effective-
ness in complex environments. Recent advancements in 3D
human pose reconstruction have begun to address these chal-
lenges [19], [20]. However, these works primarily focus on
optimizing viewpoint configurations for human reconstruction
and neglect aspects of the HSI and the corresponding features
essential for enabling intuitive and responsive human-UAV
interaction in real-time scenarios.

Building upon our prior work [29]–[32], this paper advances
beyond the existing methodologies by designing algorithms
that jointly address human detection, pose estimation, gesture
recognition, and UAV formation control, all executable on-
board lightweight UAVs as a unified system. This approach
eliminates off-board processing latency and enables real-world
deployment without dependence on external infrastructure.
The proposed HSI framework also incorporates all relevant
safety features such as obstacle avoidance, collision preven-
tion with other UAVs, and adherence to distance regulations
to ensure human comfort and safety. For a comprehensive
comparison of the features addressed in the related works and
in the proposed approach, we refer the reader to Table I.



KRÁTKÝ et al.: GESTURE-CONTROLLED AERIAL ROBOT FORMATION FOR HUMAN-SWARM INTERACTION IN SAFETY MONITORING APPLICATIONS 3

Gesture
processing

Gesture classifier
Remote
operator

Kalman filter

gesture ID

shape
adaptation
command

Fig. 2: A system architecture overview showing data exchange between blocks using arrows and highlighted layers.

B. Contributions

This work presents a gesture-based HSI framework for UAV
formations featuring fully onboard processing and real-time
adaptability. Building on prior work, it introduces the fol-
lowing key contributions: i) Dynamic formation control strat-
egy that supports online, on-demand adaptation of the UAV
formation shape in complex environments allowing for rapid
response to environmental changes and providing an effective
method for controlling relative positions of multiple UAVs
around a human worker through operator commands; ii) A
gesture-based control interface for markerless HSI extending
[29], [31], [32], by integrating an enhanced 2D pose estimation
network using cross-attention mechanisms, a unified onboard
detection-tracking-skeleton-classification pipeline, and a FIFO
buffering mechanism for robust temporal input to the Long
Short-Term Memory (LSTM) gesture classifier. iii) A multi-
modal approach to human position estimation specifically
tailored for dynamic UAV systems operating independently
of external infrastructure which can work without additional
equipment. Finally, we demonstrate that advanced HSI capa-
bilities combining vision-based perception and control can be
effectively deployed onboard lightweight UAV platforms.

II. GESTURE-CONTROLLED AERIAL FORMATION

The system architecture, as depicted in Fig. 2, consists of
four layers: Detection, Localization, Planning, and UAV Plant.
The Detection layer interfaces directly with the human worker,
translating hand gestures into commands for the UAV forma-
tion. An RGB-D camera is used to capture images, which
are then processed for human detection, tracking, and gesture
recognition (Section II-A). The Localization layer combines
sensor data from the UAV plant, including the vehicle’s relative
distance from the worker, with data from the Detection layer
and an Ultra Wide Bandwidth (UWB) module. This combined
information serves as input to the Kalman filter, which esti-
mates the human’s 3D position and velocity for the forma-
tion controller (Section II-B). The Planning layer generates
feasible trajectories for the individual UAVs based on several
inputs: the current state of the human worker, requests from

a remote human operator, outputs from the gesture classifier,
and the statuses of other UAV team members obtained through
a wireless network (Section II-C). Lastly, the UAV Plant layer
receives the planned trajectories and executes them. This layer
manages the low-level control of the UAVs, translating high-
level commands into real-world actions to maintain formation
and perform dynamic adjustment as needed [33].

A. Human detection and gesture recognition

RGB images from the onboard camera are processed dur-
ing flight to detect and track the human worker, leveraging
the authors’ prior work [29]. A fast Deep Neural Network
(DNN) object detector based on the Single-Shot multibox De-
tector (SSD) [34] architecture is employed alongside a custom
LDES-ODDA visual tracker [30]. These components are in-
tegrated into a unified onboard detection-and-tracking config-
uration where detection and tracking alternate, enabling high
accuracy and fast inference for real-time gesture recognition on
embedded hardware. The output of this pipeline is a predicted
bounding box for the tracked human in each input image
where the human is visible, as illustrated in Fig. 1(b). These
bounding boxes are subsequently used for gesture recognition
and human state estimation. To maximize detection accuracy,
both the detector and the tracker were pretrained on a manu-
ally annotated dataset5 and then fine-tuned using videos of a
human operator wearing safety equipment. These videos were
captured in diverse environments and under varying lighting
conditions to ensure robustness across scenarios.

Given a sequence of images captured by the RGB-D camera
of the leader UAV and the corresponding bounding boxes of
the tracked human, the developed gesture recognition module
predicts the type of the gesture from a predefined set (e.g., ex-
tending one arm to the side) [35], [36]. The gesture recognition
process follows a sequential pipeline. First, the video frame is
cropped using the corresponding bounding box of the tracked
human. The cropped image is processed by an improved ver-
sion of our earlier multi-branch Convolutional Neural Network

5https://aiia.csd.auth.gr/open-multidrone-datasets
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(CNN) model [31], enhanced with cross-attention synapses
[37] replacing simpler inter-branch skip connections.

The last N outputs of the skeleton extractor, covering N
successive video frames, are stored in a FIFO buffer, which
ensures the LSTM classifier receives temporally consistent
input for reliable gesture recognition in dynamic conditions.
This buffer is then processed by our gesture classifier [32],
a lightweight LSTM neural architecture that determines the
type of performed gesture based on a temporal sliding window
of size N. The gesture recognition pipeline was trained on
a large, manually annotated dataset of gestures6, and further
fine-tuned to perform effectively on aerial images. In this work
we consider four gestures: crossing arms, extending an arm to
the side, placing palms together and raising an arm upwards
(see Fig. 8 for illustration).

The output of the gesture recognition pipeline undergoes a
post-processing step to enhance HSI reliability by mitigating
false positive gesture detections. In each iteration, the K most
recent valid measurements are considered, with older data
filtered out beyond a predefined age threshold tc ∈ R>0 to
maintain relevance of the data. Based on the filtered set of
measurements G, the dominant gesture’s ratio is determined
as fd =

g f ,max
|G| ∈ [0,1], with g f ,max being the maximum number

of detections associated with a single gesture in G. If this
ratio exceeds a predefined threshold Πd ∈ [0,1], the formation
parameter q mapped to the dominant gesture is adjusted by a
predefined increment iq ∈ R (see Section II-C). However, to
prevent repeated adjustments based on the same set of mea-
surements, a new adjustment can only occur after a time delay
td ∈ R>0. This mechanism improves the worker’s control and
prevents unwanted shape adaptations. The values of tc, Πd ,
and td were determined through real-world experiments. The
mapping of available gestures to formation parameters is not
fixed and can be adjusted based on the target application.

B. Human 3D position estimation

The estimated human’s 3D position, denoted as Hp =
[H px,

H py,
H pz]

> ∈R3, is derived from detections and available
onboard sensors and is subsequently refined using a Kalman
filter. We employ a constant velocity model within the Kalman
filter, formulated as:[Hp

Hv

]
[k+1]

=

[
I3 ∆tI3
03 I3

][Hp
Hv

]
[k]
+ εεε [k], (1)

z[k] = Hp[k]+ζζζ [k], (2)

εεε [k] ∼N (0,Q) , ζζζ [k] ∼N
(
0,ΣΣΣ[k]

)
. (3)

Here, the subscript •[k] indicates the time step, Hv =

[Hvx,
Hvy,

Hvz]
> ∈ R3 represents the human’s velocity, I3 ∈

R3×3 is the identity matrix, 03 ∈ R3×3 is the zero matrix,
and ∆t is the time step duration. The vector z represents the
measurement, while εεε and ζζζ denote the process noise and
measurement noise, respectively, both modeled as zero-mean

6https://aiia.csd.auth.gr/auth-uav-gesture-dataset

normal distribution. The covariance matrices for these distri-
butions are Q for the process noise and ΣΣΣ for the measurement
noise. The process noise covariance matrix Q is defined as:

Q = diag
(

σ
2
px ,σ

2
py ,σ

2
pz ,σ

2
vx ,σ

2
vy ,σ

2
vz

)
, (4)

where σp• and σv• are empirically derived parameters. To
simplify our notation, we will omit explicit time dependencies
•[k] from now on.

The measurement vector z is obtained using a unit vec-
tor ~d, which indicates the direction from the camera to the
human, and a distance estimate Cd. This direction vector ~d
is determined by projecting the center of the bounding box
using a calibrated camera projection model. The distance Cd
is computed by selecting estimates from three sources:

1) Apparent distance dapparent computed based on the ap-
parent size of the human in the image and the known
physical height, using techniques from literature [38].

2) Stereo camera distance dstereo derived from the median of
distance measurements within the bounding box captured
by the stereo camera.

3) UWB system distance dUWB obtained from an UWB sys-
tem7 mounted on the UAV and worn by the human.

Based on the manufacturers’ specifications, dUWB is gener-
ally considered more accurate than dstereo, which, in turn, is
deemed more accurate than dapparent. However, the availability
of UWB and stereo measurements may be inconsistent due to
factors such as limited range, absence of the UWB beacon or
stereo camera, radio interference, and camera blur. To address
these limitations and utilize the most reliable data available, we
select the best distance measurement and adjust the covariance
matrix ΣΣΣ accordingly:

z = CR
(

Cd~d
)
+Cp, (5)

{Cd, ΣΣΣ
}
=


{

dUWB,
CRΣΣΣUWB

CR>
}
, if dUWB available,{

dstereo,
CRΣΣΣstereo

CR>
}
,

if dstereo avail. and
dUWB not available,{

dapparent,
CRΣΣΣapparent

CR>
}
, otherwise.

(6)

Here, CR ∈ R3×3 and Cp = [C px,
C py,

C pz]
> represent the

camera’s rotation matrix and position, respectively, describing
the camera’s pose in the world frame. The covariance matrices
for each type of distance measurement are defined as:

ΣΣΣUWB = diag
(
σ

2
xy,σ

2
xy,σ

2
z,UWB

)
, (7)

ΣΣΣstereo = diag
(
σ

2
xy,σ

2
xy,σ

2
z,stereo

)
, (8)

ΣΣΣapparent = diag
(
σ

2
xy,σ

2
xy,σ

2
z,apparent

)
, (9)

where σxy represents the uncertainty in determining the bound-
ing box’s center, and σz,UWB, σz,stereo, σz,apparent reflect the
uncertainties associated with the respective distance estimation
methods. These uncertainties are either empirically determined
or based on the known characteristics of the sensors used. It is
assumed that the camera’s optical axis aligns with the z-axis
in the camera frame.

7https://github.com/Terabee/positioning systems api
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C. Formation control

The proposed formation control strategy combines a leader-
follower approach with receding horizon control. One UAV
acts as the leader, equipped with onboard sensors and mod-
ules to detect the human worker and recognize gestures. The
information obtained by the leader is shared with other UAVs
(see Fig. 2), which use it to maintain a desired formation
relative to the worker’s position. All UAVs within the for-
mation keep their cameras oriented towards the worker, thus,
capturing additional perspectives to enhance the safety moni-
toring. This setup provides a diverse and comprehensive view
of the monitored scene. The state of the i-th UAV is defined
as ix = [ip, iϕ, iξ ]> ∈ R5, where ip = [i px,

i py,
i pz]
> ∈ R3 is

the UAV’s position, iϕ , iξ are its camera heading and pitch
angles, respectively. The index i = L refers to the leader UAV,
and i ∈N>0 refer to the follower UAVs. The human worker’s
state is denoted as Hx = [Hp,Hϕ,0]>.

To allow dynamic input from both operators and monitored
workers, we introduce adaptive parameters— desired observa-
tion angles iβ , iγ , and distances id (see Fig. 3). These param-
eters adapt based on gestures made by the human worker and
requests communicated by the remote operator, which enables
mid-flight adaptation of perspectives while continuously track-
ing human workers and interacting with them. Each command,
issued by detected gesture or operator’s command, is mapped
to an incremental change in a specific parameter (or a set of
parameters) implemented as q(k) = q(k− 1)+ iq, iq ∈ R. Pa-
rameter changes take effect at the next trajectory optimization
step and typically result in observable UAV behavior within
1–2 seconds, depending on system latency and dynamics. The
incremental adaptation of formation parameters in response to
gestures enhances the workers’ situational awareness by allow-
ing them to observe the UAVs’ behavior while trajectory gen-
eration process is designed to accommodate these incremental
changes, resulting in smooth and feasible trajectories. Depend-
ing on the choice of parameters, the request results in a change
of relative position of the entire formation to the monitored
worker or incorporates also adaptation of mutual positions of
individual UAVs to reach desired set of perspectives.

Given the desired observation angles Lβ and Lγ , and dis-
tances Ld to human worker, the leader’s desired state is:

Lx = [Hp>,0]>−


Ld cos

(
Hϕ− Lβ

)
cos
(

Lγ
)

Ld sin
(

Hϕ− Lβ
)

cos
(

Lγ
)

Ld sin
(
−Lγ

)
Lβ −Hϕ

Lγ

 . (10)

Similarly, the desired state of follower UAVs, given the ob-
servation distance id and angles iβ and iγ defined relative to
the leader UAV’s observation angles, is computed as:

ix = [Hp>,0]>−


id cos

(
Lϕ− iβ

)
cos
(

iγ− Lξ
)

id sin
(

Lϕ− iβ
)

cos
(

iγ− Lξ
)

id sin
(

Lξ − iγ
)

iβ − Lϕ
iγ− Lξ

 . (11)

Here, Lβ = 0 represents an observation angle aligned with the
heading of the worker Hϕ . Note that Hϕ does not necessarily

Lp
1p

x

y
z

1β

Hp

x′

Ld

1d

Hϕ

Lβ

Lγ

Fig. 3: Illustration of the proposed formation scheme for tracking a
human worker, providing a diverse view of the scene from multiple
angles (iβ and iγ) and varying distances (id).

match the orientation of the worker’s body; it can be also set
to coincide with the estimated motion direction or be set to a
constant value.

The formation controller first applies (10) and (11) to every
pose on the prediction horizon, using the worker’s predicted
trajectory and the leader’s planned trajectory. Initially, refer-
ence trajectories are generated without considering collisions
to reduce computational load. Then, safe paths are planned
along reference trajectories using environmental maps, fol-
lowed by trajectory optimization within safe corridors gener-
ated using convex decomposition of free space [39]. To ensure
inter-UAV safety, planned trajectories (inflated by a safety mar-
gin Γdis) are treated as dynamic obstacles for other UAVs. This
three-stage planning process runs onboard, enabling real-time
adaptation to dynamic environmental changes and requests
for view adaptation. For a detailed explanation of the UAV
coordination method, refer to [8].

III. RESULTS

The proposed HSI approach was evaluated through both
Gazebo simulations and field experiments conducted in a
mock-up scenario. The simulations were performed using
the MRS software stack [33] on a computer with an i7-
10510U processor and 16GB of RAM. Videos of the simula-
tions and experiments can be found at https://mrs.felk.cvut.cz/
gestures2024, with example frames shown in Fig. 8. The value
Hϕ = 0 is used in all presented simulations and experiments.

A. Simulation

In the simulation scenarios, designed to closely replicate
real-world applications of the proposed methodology, we focus
on the evaluation of the planning and formation control part of
the system while simulating the rest of the system as simplified
modules providing data with predefined uncertainty. In one
scenario, a formation of three UAVs is tasked with monitoring
a human worker performing maintenance operations at two
power transmission towers (see Fig. 4). Throughout the mis-
sion, the formation received 25 requests to adjust the views
provided by the UAVs. The requests contain modifying both
the observation angles and the distance of all UAVs to the
worker’s estimated position simultaneously, and modifications
of these parameters only for a subset of UAVs. Hence, the
applied changes of parameters represent both shifts in a rel-
ative position and orientation of the whole formation to the
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Fig. 4: Simulation emulating a safety monitoring scenario where three
UAVs respond to multiple view adaptation requests. Ellipses indicate
the UAV formation at specific time instances, while the trajectories
are represented by colored lines: red for the leader UAV, and blue
and green for the follower UAVs.
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Fig. 5: Simulation timeline showing the evolution of the key metrics
over time: the distances between UAVs and the human worker (dt ),
the distances between individual pairs of UAVs (dm), the distance
to the nearest obstacle (do), and the observation angle (iϕ). These
metrics are displayed separately for each UAV, with the leader’s
data in red and the followers’ data in green and blue (except for
dm where green and blue represents distance between leader and
individual followers, and red represents distance between followers).
The transparent lines represent the reference values for individual
quantities. Vertical lines indicate the moments when commands were
received from the operator (red) and the human worker (blue).

worker and changes of parameters leading to adaptation of the
formation shape.

Most of the requests were initiated by a remote operator
monitoring safety compliance, while the remaining requests
were triggered by commands from the human worker. The
worker’s commands aimed to increase the UAVs’ relative dis-
tance to ensure comfort and safety due to wind conditions and
proximity to obstacles. The mission demonstrated the system’s
capability to navigate safely near obstacles, including maneu-
vering through narrow gaps formed by electrical power lines
while continuously tracking the human subject. As illustrated
in Fig. 5, the UAVs successfully maintained the required dis-
tances from both the target and surrounding obstacles, while
adhering to the desired observation angles throughout the mis-
sion.

B. Real-world experiments

The integration of the introduced modules into a unified
system running onboard real UAVs was demonstrated through

TABLE II: Values of parameters used in the experiments. Some of
these parameters are influenced by the safety monitoring requirements
of the industrial partners in the AERIAL-CORE project.
Parameter Symbol Value Parameter Symbol Value
CNN sliding window N 9 [−] LUAV obs. heading Lβ 90◦

Data filtering thr. tc 20 s LUAV obs. pitch Lγ 11◦

Ratio threshold Πd 0.8 [−] LUAV des. distance Ld 10.00 m
Command threshold td 5 s 1UAV obs. heading 1β 60◦

Pos. process noise σp• 0.1m 1UAV obs. pitch 1γ 0◦

Vel. process noise σv• 0.1ms−1 1UAV des. distance 1d 8.00 m
Direction meas. noise σxy 0.05m 2UAV obs. heading 2β −60◦

UWB meas. noise σz,UWB 0.1m 2UAV obs. pitch 2γ 0◦

Stereo meas. noise σz,stereo 0.3m 2UAV des. distance 2d 8.00 m
Apparent size meas. noise σz,apparent 0.6m Mutual distance thr. Γdis 2.50 m

Intel Realsense D435

Garmin 1D LiDAR UWB beacon

Flight Control Unit

Comp. Intel NUC-i7

GPS module Comp. NVIDIA Jetson
AGX Xavier

Fig. 6: The primary aerial platform for the experiments.

field experiments involving three UAVs collaborating with a
human worker. The worker’s gestures were mapped to changes
in formation parameters to demonstrate real-world responsive-
ness in the following way: crossing arms (gesture ID = 1)
decreased Lβ , extending an arm to the side (ID = 2) increased
Lβ , placing palms together (ID = 3) decreased Lγ , and raising
an arm upward (ID = 4) increased Lγ . The increments and
decrements for Lβ and Lγ were set to 30◦ and 5◦, respectively.
The human worker’s heading, Hϕ , was assumed to be con-
stant, and gestures were filtered using the twenty most recent
measurements. Additional parameters used in the experiments
are listed in Table II.

Two types of multi-rotor UAVs were used in the experimen-
tal validation. The primary UAV utilizes a Tarot 650 frame and
is equipped with a Pixhawk Flight Control Unit (FCU) with
sensors for UAV state estimation, gesture recognition, and hu-
man detection (see Fig. 6). Onboard computation is handled by
an NVIDIA Jetson AGX Xavier computer for human detection
and gesture recognition, while an Intel NUC-i7 is used for
state estimation, control, and planning tasks. The computers
are interconnected via an Ethernet interface, ensuring reliable
data transfer. While it is feasible to run the entire pipeline on
a single AGX Xavier computer, utilizing additional computa-
tional resources allows for faster image processing and segre-
gates the computationally intensive image processing pipeline
from the safety-critical modules necessary for autonomous
UAV flight. The secondary UAVs are constructed using F450
platforms with a payload limited to a single onboard computer
Intel NUC-i7, Pixhawk FCU, and the essential sensors for
state estimation and scene capture. The UAVs fuse information
from GNSS, IMU and 1D LiDAR for self-state estimation. A
detailed description of the platforms can be found in [40], [41].

The final evaluation of the system was conducted through a
series of experiments involving different numbers of UAVs and
varied environments to fine-tune the performance of individual
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Fig. 7: A timeline illustrating the process from human gestures to the
adaptation of the relative view provided by the UAVs. The graphs
display the IDs of gestures performed by the human worker (Ggt ),
gestures detected by the gesture recognition module (Gd), the domi-
nant gesture (G f ) and its relative frequency ( fd), and the observation
angles of the leading UAV (Lβ , Lγ , including reference angles shown
as transparent lines). Each gesture is represented by its associated
ID (see Section III). Gesture ID = 0 indicates that the human is not
performing any gesture. The green line represents the threshold Πd on
fd , while the vertical red lines mark instances of confirmed requests
for scene view adaptation.

modules and their integration. The presented evaluation is
based on three autonomous flights conducted under a consis-
tent setup and module configuration. During these flights, the
system achieved a success rate of 87% in propagating human
gestures to scene view adaptations. A propagation of gesture
to shape adaptation is considered successful if it is executed
while the human is performing the gesture.

A timeline illustrating the propagation of a human gesture
through the gesture recognition and filtering pipeline to the
adaptation of observation angles during one of the experiments
is shown in Fig. 7. The average time from the initiation of
a gesture to the onset of shape adaptation during the final
experiments was 7 s. This response time is influenced by a
conservative parameter setup, which is necessary to prevent
undesired view adaptations caused by incorrect gesture clas-
sification or a temporary worker’s pose resembling one of
the predefined gestures. Throughout the experiments, the UAV
team effectively maintained the safety distance Γdis between
the human and among the UAVs, while keeping their cameras
oriented toward the worker. This ensured safety and demon-
strated the capability of the proposed approach in real-world
scenarios (see Fig. 8).

IV. DISCUSSION

The conducted experiments underscore the potential of us-
ing hand gestures for intuitive control and coordination of
multi-robot aerial systems. This approach is particularly ben-
eficial in scenarios such as safety monitoring and assisting
human workers in challenging environments, as it does not
impose additional workload on the workers or require extra
equipment for conventional wireless communication. How-
ever, gesture-based control presents specific challenges distinct
from other modes of interaction.

(a) (e)

(b) (f)

(c) (g)

(d) (h)

raise arm upwards

cross arms

put palms together

extend arm to side
Fig. 8: A sequence of example frames showing a team of UAVs
following a human worker (a)-(d) and adapting the relative view
based on detected gestures (e)-(h). The experiment demonstrates a
full 3D deployment, requiring adjustments to the observation angles
in both horizontal and vertical directions.

Firstly, the permissible observation angles and distance
ranges are limited by the performance of the gesture recogni-
tion module (mainly effective recognition range) and the safety
requirements of the workers, which must be considered in the
process of adapting the scene view. Our approach addresses
this challenge by imposing stringent limits on the parameters
Lγ , id and Γdis. In future work, we aim to enhance the system’s
robustness by implementing a worker detection pipeline across
multiple UAVs, coupled with distributed estimation of the
worker’s position [19], [20]. This approach not only provides
multiple perspectives but also decrease the risk of the loss
of the tracked worker due to occlusion or obstacle avoidance
maneuvers.

A significant challenge of gesture-based control is its de-
pendence on sufficient quality of sensory data for vision-based
human detection and gesture recognition, which compromises
the robustness of this approach under various environmental
conditions, such as operations in reduced visibility. Combining
multiple modalities, such as thermal imaging or LiDAR data,
within the human detection and gesture recognition pipeline
can significantly increase the reliability of such systems. How-
ever, this comes at the cost of increased UAV weight and size,
which is undesirable in scenarios where UAVs operate in close
proximity to humans.

Another critical aspect of using gestures to interact with
teams of aerial robots is the potential for workers involved
in maintenance tasks to unintentionally assume positions that
resemble predefined gestures. This issue is further complicated
by challenging environments in which these tasks occur, where
constrained mobility and the need to maintain uncomfortable
postures are common. Given the potential for misinterpreta-
tion, it is essential to configure the gesture processing pipeline
carefully to prevent false positive detections from being trans-
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lated into mission-related commands.
Lastly, our experimental campaigns have shown that pro-

viding clear feedback from the UAV formation to the human
executing gestures is one of the most significant and often
overlooked aspects of HSI via gestures. To avoid the need for
additional equipment for visual feedback, we have structured
the behavior of the UAVs so that the human can infer the
acceptance of their commands based on the observable actions
of the UAVs. In this context, making incremental adjustments
to the formation parameters and avoiding continuous scene
view adaptation commands have proven beneficial.

V. CONCLUSION

In this paper, we introduced a novel approach for contact-
less Human-Swarm Interaction using hand gestures to control
a team of UAVs in safety monitoring scenarios. The proposed
approach enables safe and efficient interaction between remote
human operators, human workers, and autonomous aerial sys-
tems, providing significant benefits in real-world applications.
By integrating hand gestures as a control modality, human
workers can command and adjust various formation parame-
ters, request immediate assistance, and initiate other mission-
related commands. The proposed approach incorporates robust
algorithms for human worker detection and gesture recog-
nition, ensuring accurate and prompt responses. Simulations
and field experiments validated the effectiveness of the ap-
proach, demonstrating successful navigation in complex envi-
ronments while providing the required perspectives controlled
both through remote commands and based on the detected
hand gestures.
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